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Abstract 

• This paper proposes a new color image representation 

and multiple feature fusion based method for 

improving color face recognition performance. under 

different lighting conditions.  

• We propose a novel feature representation/Quaternion 

Gradient-based LBP tool for color face recognition.  

• We present the color facial recognition system based 

on the local quaternion gradient based LBP image 

representation, and a new color-to-gray new mapping.  

• The presented concept can be used for surveillance, 

security systems, computer animation, face tagging, 

biometric identification, behavioral analysis, content-

based image and video indexing applications. 
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Diagram of Facial Image Representation 
 

The main parts of representation of the grayscale facial image      

of size     are shown in the block-diagram of Figure 1.   
       

 
 

Figure 1. (a) The block-diagram of the facial image representation.  
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The algorithm of facial image processing: 

    Stage 1. The visibility image is calculated, 

                                     
The image      can also be the image obtained by applying one of 

the gradient operators. 

     Stage 2. The 2-D Gaussian function is circular convoluted with 

the visibility image. 

                       
where the 2-D Gaussian function 

     
 

 
     

     

    
  

is considered with the mean       and variance        and 

        

  

     

  

     

        
     

    
  

  

     

  

     

 

                is the size of the Gaussian function.  
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     Stage 3. A complex gradient image composition: 

    
    

   

   

       
    
   

   

       
    
   

   

    

    
   
    

   

       
   
   

    

       
   
   

    

       

    
   
   

    

       
   

    

   

    

 

 
Figure 2. The coordinates and the order of 8 neighbor sampling points. 
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These eight neighbor points are called the sampling points (SP), 

 

                                                         

The gradient operators are applied on the facial image      and 

eight binary images are calculated by 
 

                                 
 

Here,      is the Heaviside function that is defined as       , if 

   , and       , otherwise. The new image, which is called 

the local binary pattern (LBP) image, is calculated by  

                                                      

or 
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Here,             are the sampling points, which are ordered as 

shown in the sampling points SP. The LBP image has the range of 

256 integer levels  , from 0 to 255. The histogram of this image, 

     is considered to be the feature of the facial image     , which 

can be used in face classification. 

 

Figure 3. (a) The 114×94 image and (b) the EME visibility image. (c) The EME 

visibility image filtered by the 2-D Gaussian function. 
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Figure 4 shows the LBP image      and its histogram.  

 
Figure 4. (a) The LBP image and (b) the histogram of the image. 

 

The histogram of the image has 256 binary patterns and to reduce 

the number of binary patterns, the LBP image can be modified, by 

using the uniform LBP look up table (T) shown below.  
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The total number of uniform patterns is 58 and they are labeled 

from 0 to 57. The label 58 is assigned for all other, non-uniform 

patterns. By using this table after each gradient image calculation, 

the new image is calculated as follows: 
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The last image         has the range of 59 integer levels s, from 0 

to 58. The histogram of this image is considered to be the feature 

of the facial image     , which is used in face classification. Thus, 

256 integer levels in the original LBP image are reduced to 59 

levels in the uniform LBP (ULBP) image. 
      

 

Figure 5. (a) The image         before the mapping, (b) the uniform LBP image, 

and (c) the histogram of the image. 
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Color Visibility Images 
We consider the visibility images that are related to the 

enhancement measure EME, which calculates the average range of 

intensity of the image in the logarithm scale and the enhancement 

of the image      is the estimated in small not overlapping blocks 

or windows      of small size. This quantitative measure of the 

enhanced image,          , is defined by 

       
 

    
       

       
      

       
      

 

  

   

  

   

                 

Here,      is the numbers of windows dividing the image, and 

          and           respectively are the maximum and 

minimum of      inside the window     .        is called a 

measure of enhancement of the image  . The value of        is 

called the enhancement measure of the original image  . 



13 
 

The EME related visibility image at the pixel       is defined as  

 

           
          

          
       

 
                               

 

where   is a parameter.  

     The EME measure can be used for the color image in the RGB 

model, when image is composed by red, green, and blue 

components,                      . The EME visibility color 

image (EVCI) is defined by the operator  

 

                                                         

 

where the color components of this image are calculated by Eq. 7.  
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Example with the “flowers” image, with  =1: The color image 

composed by EME visibility images of 3 color components     , is 

shown in (b) and the grayscale component of this image in (c).  
 

                  (a)                                              (b)                                             (c) 

Figure 5. (a) The color “flowers” image, (b) the MEVCI, and (c) grayscale 

image of the MEVCI. 

Visibility images can be calculated by gradient operators as  
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The Michelson visibility images for each component      are 

calculated by using the ratios of difference of the local maximums  

          
                       

                      
                      

 

 
                      (a)                                             (b)                                         (c)  

 
Figure 6. (a) The color ''pepper" image, (b) the MVCI, and (c) grayscale image of 

the MVCI. 
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Quaternion Image Gradients (in RGB model) 

The     color image                       can be 

represented in the quaternion space as 

                                                     
 

Here,  ,  , and   are pure quaternion units, and the real part is  
 

                    )/3,      (or          
 

The windowed convolution of this image with a quaternion mask 

                                        ), 

with the right-side multiplication as 

                 
      

  

    

  

     

 

where                 are size of the mask.  
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The            case corresponds to the traditional component-

wise color image processing by the real mask by the same real 

mask   . Let the convolution mask is the quaternion gradient  

                                                             

and real mask    is defined as for the gradient operator    or    in 

the   and   directions, respectively. Thus, we consider gradients 

                 

and 

                  

Example with the     Sobel gradients with masks 
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The quaternion operators defined with such masks are called the 

quaternion Sobel gradients.  

Figure 7 shows the imaginary part of the quaternion   -Sobel 

gradient as a color image is shown in part (a) and the real part of 

the gradient in part (b).  

 

 
                               (a)                                    (b)  

Figure 7. (a) The imaginary part and (b) the real part of the 

quaternion   -Sobel gradient image. 
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Figure 8 shows the imaginary part of the quaternion   -Sobel 

gradient as a color image is shown in part (a) and the real part of 

the gradient in part (b). 

 

 
              (a)                                 (b)                                  (c)  

Figure 8. (a) The imaginary part and (b) the real part of the 
quaternion   -Sobel gradient image. (c) The magnitude of the real 

part of the quaternion Sobel gradient image which is calculated by 

                               . 
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The main parts of processing the color facial image      of size 

    are shown in the block-diagram of Fig. 9. The color image 

is considered in the RGB model.  

 
 

Figure 9. The block-diagram of color facial image processing. 

 

     The processing of color images in the XYZ, CMY, CMYK, and 

other color models is described similar to the RGB model case.  
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Example: Fig. 10 shows the color facial image of size 230×266 in 

part (a). The quaternion gradient image         calculated by 

using the quaternion gradient in Eq. 13 is shown in part (b), and 

after filtering by the 2-D Gaussian function with the standard 

deviation of 0.5 in part (c). 

 

 
 

Figure 10. (a) The original image and the quaternion gradient image (b) 

before and (c) after filtering by the 2-D Gaussian function.  
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     Figure 11 shows the LBP image in part (a) together with its 

histogram in part (b).  

 

 
 

Figure 11. (a) The LBP image and (b) the histogram of this image. 
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The results of further facial image processing are shown in Fig. 12. 

The binary image         before and after using the mapping by 

the uniform LBP table is shown in (a) and (b), respectively. The 

normalized histogram of the uniform LBP image is given in (c). 
 

 
 

Figure 12. (a) The last binary image         before the mapping, (b) the 

uniform LBP image, and (c) the histogram of the image. 
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Example: The image from the database of Dr. Libor Spacek by 

address:  http://cswww.essex.ac.uk/mv/allfaces/faces94.html.  

 

 

Figure 13. (a) The image and the quaternion Sobel gradient 
image (b) before and (c) after filtering by the 2-D Gaussian 
function with the standard deviation of 0.5.  
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Figure 14 shows the results of further facial image processing. The 

image         before and after using the mapping by the uniform 

LBP table is shown in part (a) and (b), respectively. The 

normalized histogram of the uniform LBP image is given in (c). 

 

 
 
Figure 14. (a) The last binary image         before the mapping, 

(b) the uniform LBP image, and (c) the histogram of the image. 
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Image processing with the quaternion     Prewitt gradients:  

   
 

 
 
    
     
    

          
 

 
 

   
    

      
   

 

 
 

Figure 15. (a) The image and the quaternion Prewitt gradient 
image (b) before and (c) after filtering by the 2-D Gaussian 
function.  
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The image         before and after using the mapping by the 

uniform LBP table is shown in Fig. 16(a) and (b), respectively. The 

normalized histogram of the uniform LBP image is given in (c). 

 

 
 

Figure 16. (a) The last binary image         before the mapping, 

(b) the uniform LBP image, and (c) the histogram of the image. 
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Summary 

    A novel face recognition approach is proposed, by using 

multiple feature fusion across color, spatial and frequency 

domains. The proposed approach is useful and applicable not only 

for face recognition, but also for object recognition. We are 

planning to evaluate the presented face recognition concept, by 

using the color FERET database: http://www.face-

rec.org/databases/. 

 

References 
1. A.M. Grigoryan, S.S. Agaian, Practical Quaternion Imaging With MATLAB, SPIE 

PRESS, 2017 
2. S.S. Agaian, K. Panetta, A.M. Grigoryan, “Transform-based image enhancement 

algorithms,” IEEE Trans. on Image Processing, vol. 10, no. 3, pp. 367–382, 2001. 
3. K.A. Panetta, C. Gao, S.S. Agaian, “No Reference Color Image Contrast and Quality 

Measures,” IEEE Transactions on Consumer Electronics, vol. 59, no. 3, pp. 643–651, 
2013. 

4. ... 


