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Vector Space (aka Linear Space)

A (real) vector space V is a set with two operations:
e Vectorsum +:V+V >V
e Scalar multiplication - :Rx V — V

that has the following properties
©® Commutative: x+y=y+x,¥x,ye V
@ Associative: (x+y)+z=x+(y+2), Vx,y,zeV
© Zero element: 310 € V such that 0 + x = x, Vx € V
O Inverse: ¥x € V, 3(—x) € V such that x + (—x) =0
0 (af)x=a(Bx), Ya,B R, xe€ V
0O ax+y)=ax+ay,VaceR x,yeV
O (a+8)x=ax+x, Vo, e R, xe V
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Examples of Vector Space

R™ with vector sum and scalar multiplication
p
A R™*": the set of all m-by-n matrices

© P,: the set of all real polynomials in s with degree up to n:

Pni={aps"+---+ais+ag|a.....ap € R}

O Give an index set Z, the set of all mappings from Z to R":
F(IZ;R") ={f T > R"}

O {f : R. — R"|f is differentiable}

@ The set of all functions f(t), t > 0, with a Laplace transform

@ The set of all square integrable functions f : Ry — R

O The set of all solutions x(t) € R", t > 0, to autonomous LTI system

x=Ax, x(0)=xp
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Supspaces and Product Spaces

Definition (Subspace)

W is a subspace of vector space V' if W C V and W itself is a vector
space under the same vector sum and scalar multiplication operations

Example:
e span{vy,vo,.... v} ={agvi + - +ayw:a; €R} C V

e Diagonal and symmetric matrices
e PoCP1CPrC--CPxo

Definition (Product space)

Given two vector spaces V4 and V5, their direct product is the vector
space Vi X Vo i={(vi,w)|v1 € Vi,vr € Vo}

Example:
e R2=RxR
e F(Z;R?) = F(Z;R) x F(Z;R)
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Bases and Dimension of Vector Spaces

Vi, ..., vk in vector space V are linearly independent if for aq,...,ax € R,

aivi+---+avy=0 = a=---=a,=0

A set of vectors {vy,..., vk} is a basis of the vector space V if

° Vi, ..., vk are linear independent in V

) )

o V =span{w,..., %}
Or equivalently,
e each v € V has a unique expression v = aqvy + -+ + ag v

o (a1,...,ay) is the coordinate of v in this basis

Definition (Dimension)
The dimension of a vector space V is the number of vectors in any of its
basis, and is denoted dim V.

Examples of finite and infinite dimensional vector spaces:
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Linear Maps

A map f: V — W between two vector spaces V' and W is linear if
flarvi + agve) = a1 f(vy) + asf(wve)
Example:
e x € R"— Ax € R™ for some matrix A € R™*"
e Projection x = (x1,...,x,) ER" = x; € R
e X € R™" s XT e RM*m
e X e R™Mi— A1 X + XAs € R™" for constant Ay, A, € R"<"
e A continuous function on [0, 1] — fot f(x)dx e R

Polynomial p(s) € P, — p'(s) € Pn_1

e Solutions (zero-state, zero-input responses) of an LTI system

Alinear mapf:V — W must map0e Vto0e W

The composition of two linear maps f: V — W and g: W — U is also
linear: gof:veV—g(f(v)eU
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One-To-One Mapping

Matrix A € R™*" considered as a linear map R"” to R™ has null space
N(A) = {x e R"| Ax = 0}

e Set of all vectors orthogonal to all rows of A

Characterize ambiguity in solving equation Ax = y

A € R™*" is one-to-one if and only if

Columns of A are linearly independent

Rows of A span R”

A has rank n (full column rank)

A has a left inverse: 3B € R"*™ such that BA = I,
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Matrix Rank

The rank of a matrix A € R™*" is its maximum number of linearly
independent columns (or rows), or equivalently, dim R (A)

e Rank (A) < min(m, n)
e Rank (A) =Rank (AT)
e Rank (A) + dim N(A) = n (conservation of dimension)

Matrix A € R™*" is full rank if Rank (A) = min(m, n), which means
e (for skinny matrices) independent column or injective maps
o (for fat matrices) independent rows or surjective maps

o (for square matrices) nonsingular or bijective maps
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Matrix Transpose

When A € R™*" is considered as a linear map from R” to R™, its
transpose AT € R"*™ is a linear map from R™ back to R"

The following are equivalent The following are equivalent
@ A is one-to-one ® Ais onto
® AT is onto ® AT is one-to-one
© detATA£0 © det AAT £ 0
O ATA € R™" is bijective O AAT € R™*™ is bijective

More generally, for any A € R™*"
e R(AT) = N(A)*
o N(AT) = R(A)*
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Inner Products

For x,y € R", their inner product is
(x.y) = xTy =x1y1 + - + Xa¥n
For x,y,z € R"
o (x,y)=(y.x)
o (ax.y) = alx,y)
e (x+y.z)=(x.2) +(x.y)
(

e (x,x) = ||x||> > 0, where |x|| is the Euclidean norm of x:

Il o= ViTx = \fxg + -2

Theorem (Cauchy-Schwartz Inequality)

[N < IxIF- Iyl ¥x,y € R
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Eigenvalues and Eigenvectors

Eigenvalues/Eigenvectors of a matrix
e Evalues/vectors are only defined for square! matrices

@ For a matrix A € R™" we always have n evalues/evectors
Some of these evalues might be distinct, real, repeated, imaginary
To find evalues(A), solve this equation (/,: identity matrix of size n)

det(Al, — A) =0 or det(A—Al,) =0=> 2\ + A" 14 +2,=0

a b
c d} = ad — bc.
o Eigenvectors: A number X and a non-zero vector v satisfying

Av=JXv=(A-)\l,)v=0

o Example: det[

are called an eigenvalue and an eigenvector of A
— A is an eigenvalue of an n x n-matrix A if and only if A/, — A is not
invertible, which is equivalent to

det(A— Al,) = 0.

LA square matrix has equal number of rows and columns.
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Matrix Inverse

State Space Solutions
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@ Inverse of a generic 2by2 matrix:

a2 b1 d —b] 1 d —b
e d| det(A)|-c¢ a| ad—bc|—c a

— Notice that A™'A=AA"' = |,

@ Inverse of a generic 3by3 matrix:

a b c]* . [A B 7 ., [A D G
Al-|d e f| =——|D E F| =—~_|B E H
g h i dtA) | g H dt(A) | c F

A= (ei—fh) D= —(bi—ch) G=(bf—ce)
B=—(di—fg) E=(ai—cg) H=—(af —cd)
C=(dh—eg) F=—(ah—bg) [|=(ae— bd)

| det(A) = aA + bB + cC. |
— Notice that A”!A=AA" =
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Linear Algebra — Example 1

o Find the eigenvalues, eigenvectors, and inverse of matrix

1 4
a-la 2
— Eigenvalues: \jp =5,—-2
. T 4 T
— Eigenvectors: vi = [1 1] ,vo=[-3 1]
_ 2 4
. 1 _ 1
— Inverse: A™" = —45 [3 1]

e Write A in the matrix diagonal transformation, ie, A= TDT*
where D is the diagonal matrix containing the eigenvalues of A:

A1
A2
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Rank of a Matrix

@ Rank of a matrix: rank(A) is equal to the number of linearly
independent rows or columns

1 1 0 2
: =7
Example 1: rank ({1 10 2}) /

1 2 1
— Example 2: rank [ [-2 -3 1 =7
3 5 0

Rank computation: reduce the matrix to a simpler form, generally
row echelon form, by elementary row operations
— Example 2 Solution:

1 2 1 1 21 1 2 1

-2 -3 1| »22n+mn|0 1 3| --3n+nr|0 1 3

3 5 0 3 50 0 -1 -3
1 21 1 0 -5

—n+r|0 1 3| >-2n+nr|0 1 3 |= rank(A) =2
0 0O 0 0 O

o For a matrix A € R™*": rank(A) < min(m, n)
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Null Space of a Matrix

@ The Null Space of any matrix A is the subspace K defined as follows:
N(A) = Null(A) = ker(A) = {x € K|Ax = 0}
Null(A) has the following three properties:

Null(A) always contains the zero vector, since A0 =0

If x € Null(A) and y € Null(A), then x + y € Null(A)

If x € Null(A) and c is a scalar, then cx € Null(A)
e Example: Find N(A)

a2 358723 5]/ _[0]_[2 35[0]_
-4 2 3 —423C_0 | —4 2 3]0
T ~1/16 -1
1 0 1/16]0 1 13 2 .
[O 1 13/80] a——l—6c,b——§c = lz =« —lf/8 =& —1266
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Linear Algebra — Example 2

o Find the determinant, rank, and null-space set of this matrix:

01 2
B=(1 2 1
2 7 8
- det(B) =0
— rank(B) =2
3
-null(B)=a |-2|,VaeR
1
@ Is there a relationship between the determinant and the rank of a
matrix?

— Yes! Matrix drops rank if determinant = zero = 1 zero evalue
@ True or False?

— AB = BA for all A and B—FALSE!

— A and B are invertible — (A + B) is invertible—FALSE!
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Matrix Exponential — 1

@ Exponential of scalar variable:

=4 a2 a at
:ZT_1+a+—+—+—+
il 2l " 3l

@ Power series converges V a € R

@ How about matrices? For A € R"*", matrix exponential:

= A A A A
A_Z _
e —._OW I+A+7+?+7+

@ What if we have a time-variable?

tA)
il

(tA)?  (tA)®  (tA)*
2l 3! 4l

=1,+tA+

(0]
~
b
Il
—
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Matrix Exponential Properties

For a matrix A € R"™" and a constant t € R:
Q Av=)\v = ity =ely

[2) 2det(eAt) _ e\(trace(A))t

o (eAt)—l — oAt

Q A't— (eA)T

Q If A, B commute, then: e(A+B)t — At Bt — Bt At

e eA(t1+t2) — eAfl eAtz — eAtz eAt1

2Trace of a matrix is the sum of its diagonal entries.
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When Is It Easy to Find e?? Method 1

Well...Obviously if we can directly use e* =1, + A+ ‘g—f + -

Three cases for Method 1
Case 1 A is nilpotent?, i.e., A¥ = 0 for some k. Example:

5 -3 2
A= |15 -9 6
10 -6 4

Case 2 A is idempotent, i.e., A=A Example:

2 -2 -4
A=|-1 3 4
1 -2 -3

Case 3 Ais of rank one: A= uv' for u,v € R"

A= (vTu) A k=1,2,...

3Any triangular matrix with Os along the main diagonal is nilpotent
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Method 2 — Jordan Canonical Form

State Space Solutions
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@ All matrices, whether diagonalizable or not, have a Jordan canonical
form: A= TJT ! then eAt = Telt T!

A1
J1 _
Ao - .
o Generally, J = J;, = i c RMIXni -
Jp ) 1
Ai
it Ait thi—tetit
e te (ni—1)1 Lt
0 it tn,72e)\,t €
eJ,t — e (n,_2)| = eAt — T T_l
0 e elot
0 0 e)\,t

@ Jordan blocks and marginal stability
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Examples

@ Find eAlt—%) for matrix A given by:

-1 0 0 O
_ 0 01 O —1
A=TJT = [vl vy V3 v4} 0 00 o0 [vl vy V3 v4}
0 0 0 -1
@ Solution:
eA(t—tg) TeJ(t—to) T—l
e~(t=t) 0 0 0
0 1 t—1t 0 -1
= [Vl Vo V3 V4] 0 0 1 0 [Vl Vo V3 V4]
0 0 0 e (70

e Find eA(t=%) for matrix A given by:

1 0 0 1
A1:|:0 2:| and A2:|:0 2:|
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Jordan Canonical Form

Theorem (Jordan Canonical Form)

For any A € R"™ " there exists a nonsingular T € C"*" such that

K L
TAT =J = . k= - € Crixni

e Unique up to permutation of Jordan blocks
e Diagonalizable matrices are special cases with all n; =1

Definition (Algebraic and Geometric Multiplicity)

The algebraic multiplicity of an eigenvalue )\; is the sum of the sizes of all
Jordan blocks corresponding to it; its geometric multiplicity is the number
of all such Jordan blocks.
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Finding Jordan Canonical Form

@ The objective here is to show how to find A= TJT ! for a
nondiagonalizable matrix A

© Assume that matrix A has n eigenvalues
— k evalues are distinct AND not repeated (multiplicity = 1, A1, Ao, ..., Ak)
— Hence, there are n — k evalues that are repeated (multiplicity > 2)

@ First, Find the k eigenvectors relating to these eigenvalues and list the
first k eigenvalues on the first k diagonal entries of J. Also, group the
first k eigenvectors in the first k columns of T

© What's left now: n — k generalized evectors of the other evalues that are
repeated at least twice, and the Jordan blocks corresponding to these
evalues

Assume that out of the n — k evalues, there are m distinct ones

Find the evectors that correspond to the m distinct ones—you should
obtain at least m evectors

@ What's left now: find the other generalized evectors (i.e., n— k —m
evectors) and Jordan blocks (number of Jordan blocks corresponding to
the repeated evalues is equal to the number of linearly independent
evectors)
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Example: find the Jordan canonical form of this matrix

1 0 00 O
1 -1 0 0 -1

A=|1 -1 0 0 —1|,ma(N)=X'(N-1)=0
0 0 0 0 -1
-1 1 0 0 1

Two eigenvalues: A1 = 1 (not repeated), A2 = 0 (repeated 4 times)
First: find evector for \; =1

0 0 0 0
1 -2 0 0 -1
A~k =0= |1 -1 -1 0
0 0 0 -1 -1
-1 1 0 0 0

@ Now, let’s find the generalized evectors for A\, = 0 and the associated
Jordan block. Note that the A matrix is of rank 3

@ First, find the LI evectors of Aj:
1 0 0 0 O
1 -1 0 0 -1
(A=Xl)v=0= |1 -1 0 0 -1|wn=0=wcN(A)
0 0 0o 0 -1
-1 1 0 0 1
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@ You can see that v, actually spans two column vectors since A is of
rank 3

@ The two LI evectors generated from Av, = 0 are:
vi=[0 00 10" ,v¥=[00 -1 0 0

@ Therefore, we have two Jordan blocks corresponding to A,

@ We have to alternatives for the sizes these two Jordan blocks: either
(3.1) or (2,2)

@ How do we know the correct size?

@ The number of Jordan blocks of size exactly j is

2dimker(A — \1) — dimker(A — X /Y™ — dim ker(A — \; /)Y ~!

@ Hence, the number of Jordan blocks of size 1is: 2%x2 -3 -0 =1,
hence the size the Jordan blocks of size 3 is also one, which means
(3,1) is a legit Jordan block sizes

= J =7

@ Now that we have the Jordan blocks, we need to find the two other
generalized evectors corresponding to v2
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Examples

@ Find eAlt—%) for matrix A given by:

-1 0 0 O
_ 0 01 O —1
A=TJT = [vl vy V3 v4} 0 00 o0 [vl vy V3 v4}
0 0 0 -1
@ Solution:
eA(t—tg) TeJ(t—to) T—l
e~(t=t) 0 0 0
0 1 t—1t 0 -1
= [Vl Vo V3 V4] 0 0 1 0 [Vl Vo V3 V4]
0 0 0 e (70

e Find eA(t=%) for matrix A given by:

1 0 0 1
A1:|:0 2:| and A2:|:0 2:|
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Solution to the State-Space Equation

@ In the next few slides, we'll answer this question: what is a solution
to this vector-matrix first order ODE:

x(t) = Ax(t)+ Bu(t)

y(t) = Cx(t)+ Du(t)
@ By solution, we mean a closed-form solution for x(t) and y(t) given:
— An initial condition for the system, i.e., x(tinitiar) = x(0)

— A given control input signal, u(t), such as a step-input (u(t) = 1),
ramp (u(t) = t), or anything else

D
x(0)
u(t) B x(t) % x(t) C y(t)
A
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The Curious Case of Autonomous Systems—Case 1

@ Let's assume that we seek solution to this system first:
x(t) = Ax(t),x(0) = xo = given
y(t) = Cx(t)
@ This means that the system operates without any control
input—autonomous system (e.g., autonomous vehicles)

e First, let's look at x(t) = Ax(t)—what’s the solution to this first
order ODE?

— First case: A = ais a scalar = x(t) = e¥xg
— Second case: A is a matrix

= x(t) = e’xg = y(t) = Cx(t) = Ce’'xq

@ Exponential of scalars is very easy, but exponentials of matrices can
be very challenging

@ Hence, for an nth order system, where n > 2, we need to compute
the matrix exponential in order to get a solution for the above
system—uwe learned that in the linear algebra revision section
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Example (Case 1)

x(t) = e*fxo, y(t) = Cx(t) = Ce’'xq

@ Find the solution for these two autonomous systems separately:

A= [3 _02} =1 2] K= H

o i o[}

@ Note that this system is diagonalizable (Case A)

If the system is not diagonalizable, we have to look for other
methods to find the matrix exponential

In particular, we have to find the Jordan form

Anyway, let's find the state and output solutions now for this
diagonalizable system

@ Solution:
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Case 2—Systems with Inputs

e MIMO (or SISO) LTI dynamical system:
x(t) = Ax(t)+ Bu(t),x(ty) = x¢, = given
y(t) = Cx(t)+ Du(t)

@ The to the above ODE is given by:

t
x(t) = eAlt-t)x, 4+ / A7) Bu(r) dr

to

@ Clearly the output solution is:

y(t)=C (eA(t_tO)xto) +C (/tte ") Bu(r )dT) + Du(t)

—_—

zero input response

zero state response

@ Question: how do | analytically compute y(t) and x(t)?

e Answer: you need to (a) integrate and (b) compute matrix
exponentials (given A, B, C, D, x,, u(t))
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Example (Case 2)

t
x(t) = eAlt-tx, + / A=) Bu(r) dr

to
t
y(t)=C (eA(t*t")xto) +C (/ A=) Bu(r) d7'> + Du(t)
~——— to
zero inPUt response zero state response

@ Find the solution for these two LTI systems with inputs:
1 0 1 1
A = |:0 _2:|,Bl_ |:1:|,C1_ [1 2],Xél): |:2:|,D1_0,U1(t)_1

0 1 1 —1 B
A, = {O _2}732_ [_1],C2_[2 0],Xg2)—{1]7D2—1,U2(t)—2e 2t

@ Solution:
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Questions And Suggestions?

Any questions?

Thank You!

Please visit
engineering.utsa.edu/~taha
IFF you want to know more ©
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